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tional to the Fisher information, is derived in the case that the

density function has its support on the half-line. The computa-

tional feasibility as well as the consistency properties of the

estimator are indicated.
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Let X 2...,X be ind ent observations from a distri-

bution function FP with density function f assgedo have finit

Fisher information X if) =  f /f 4/v)2,where v ' The

maximum penalized likelihood method of density estimation (IPLE)

was introduced by Good and Gaskins (19711 and consists of maximizing

the penalized likelihood functional L(f) S i f(Xi) exp(-O(fI),

where 9 dotes some penalty functional for "rough' density

functions f. Thus, they avoided the Dirac delta solution of the

uzipenalized problem, and for the two penalty functionals they

proposed they were led to two nonparametric density estimators,

known as the "first and second NPLE's of Good and Gaskins" after

de Montricher, Tapia and Thompson's (1975) paper where their

existence and uniqueness were rigorously established within the

framework of Sobolev spaces.

he "first IULK of Good and Gaskins" f to which we restrict

ourselves here, corresponds to #(f) - aI(f)/4, 0> 0, and in the

case that the support of f is the entire real line 3 and

v C IllOR) {v v, v' E L2O)) - a Sobolev space of order one -

de Nontricher at al (1975) showed f to be an exponential splinen
2

with knots at the sample points, given by fn a Un2 where

(1) u ) - ,4 a !' u L,)- exp.-Q Ia )" Ix-x~c I) x ER,
) u x) - ) 1-1 1 n n

is the JWLE of v, with At > 0 - the Lagrange multiplier corresponding
n

to the constraint if - 1 of the underlying optimization problem.
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We will show that in the case that f has its support on the

half line R+ S (0, c) and v E 9Ii0). the "first MPLE of Good and

Gaskins" f+ (we supress the subscript n) is also an exponential
2

spline vith knots at the sample points, given by f+ - u, vhere

- the NPLE of v - is given by (2) below.

Let + ii II denote the L2 O) and L2 OR) norms

respectively, and consider the xPLE problem

(lli 2 XP
-  li-' 112, u E R1OR)

subject to: hIUh 2 ,+1  ad4 X)>0 o12 ..n

Proposition 1. Problem (PlI has a unique solution u+, given

implicitly by

(2) u,(x) - (4 Xa) "  
. % uX')leXp{-(A/a)q Ix-Xil +
i-1

ex,{-Oa/a)013xxll)l, X E3R ,

where I > 0 is the Lagrange multiplier corresponding to the con-

straint Iul12,+ - 1.

Proof. Let ;x) S u(lxh) for all x (E (0), ;(o) -lim u~x),
X_00+

and set X - = Xi for all i-l,...,n. Then problem (P1) is equivalent

to problem

(P2) max 1~am ; 2 (X,) exp (- OLi 1 2 i E H*

subject to: 11;112 2 and ;(Xi 't0o I'i I*.. n
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where H -g E H OR)t g (x) - g(-x) for all x E R). Notice thatS

for ; E H IgR), i.e., for u not necessarily symmetric, there exists

a unique solution to problem (P2) given by

u0 Xo) - t4X o)" U (,X)l (XQ-/O) I ),-xI ., 3R,

where A is the Lagrange multiplier corresponding to the constraint

1;112 - 2. The arguments leading to this result are identical to

those in de ontricher et al (1975) leading to (1). Hence to show

that the spline function u0 is also the unique solution to prcblem

LP2) and hence u+(x) E u(x) for x E +, the unique solution to

problem (P1), we need only prove that u is in i - i.e., symiretric
S

about zero. To this end notice that u0 is smmetric everywhere if0|

it is symmtric at the knots, i.e., if uUX i ) i u(-Xi) for i=l,...,n.

But this is true since in system (3) below the variables u(X

u(-Xu), .=I... ,n-are interchangeable:

(3) u (4, a) (u(X ) " exp{-(/ a)' jx.-x.fl) +
j i=lJ

u(-X exp-(V 0) lxj+xil)l,

UL-X 1 (41 0 -  [((XQ exp(-(/X&' Ix.+xi} +
i (-xi e)-) Ix -xil)),

Jl,. . .,n.

Corollary 1. The "first 4PLE of Good and Gaskins" when f has its

support on It+ is given by f, mu.2

--



Proof. This is a consequence of the nonnegativity of t+ and

Lemma 3.1 in do Montricher et al (1975).

Remark 1. All the consistency results developed in Klonias (1981)

2
for f - u2, where u is given by Cl), are also valid for f and

n n U

very little has to be changed in the way of proofs.

Remark 2. Equation (21 gives u+ only implicitly and the values of

the estimate at the sample points have to be determined, i.e.,

system (3) has to be solved and A to be chosen so that tI 2- 2.

In Chapter 4 of Klonias (1980), utilizing the particular structure

of the "first HPLE of Good and Gaskins", an efficient method is

presented for the resolution of the spline f n which can be easily

adapted to determine the values of f+ at the knots. The reader is

also referred to Good and Gaskins (1971, 1980), Scott, Tapia and

Thompson (1976), Tapia and Thompson (1978), and Ghorai and Pubin

(U979), where methods for the numerical evaluation of f are
n

presented.



[1) Do NoMtricber, G. F., Tapia, 1. A. and Thompson, J. R.,

(1975). Noparametric maxinm likelihood estimation of

probebility densities by penalty function methods. Ann.

Stat st., 3, 1329-1348.

12] Ghorai, J. and Rubin, R. (1979). Computational procedure for

.mim penali Ld likelihood estimate. J. Statist. 29992t.

Simul., 10, 65-78.

[3] Good, X. J. and Gaskins, R. A. (1971). Nonpaametric rough-

ness penalties for probability densities. Diometrika, 58,

2, 255-277.

14] Goodk X. 3. and Gaskins, R. A. (1980). Density eotiination and

bim utin by the penalized likelihood method exemplified by

scattering akd meteorite data. (Xnvited paperl, 3. Amaer.

lira tst. Assoo. v 7S, 42-73.

15] XlonLas, V. 1. (1980). fomparametric density estimation%

Contributions to the maximum penalized likelihood method.

Ph.D. Dissertation, Tbe University of Rochester, Xiochester, N.Y.

16] 7loALas, V. X. (1981). Consistency of a nonparametric nazium

penalized likelihood estimator of the probability density

Emztioa. Tecbnical Report No. 334,. Department of ?'athbmatical

Sciences, The Johns Hopkins University.

-6-



[73 Scott, D. W.., Tapia. R. A. and -hoapsn, I. R~. (.1976). Computer

science "n Statistics% Ninth Annuaal Smposium on the Interface.

181 Tapia, R. A. and Thcopson, J. R. C1978). ?4onparametric Prob-

ability Density stimation. The Johrns Hopkins University Press,

Baltimore and London.



r

1. WC~ ~ ~ ~ ~ i ~. 3. RECIPIENT CATALOG NUM4BER

OIM No. 91-2

4. -L V=6. siE CT REPORT & P33100 OOVZRZD

a fi-YT3 VA A 31'.4~C V-1=% Technical Report
PE2,'IZM LWZ-,7LZ!Z= G:3~ ? ~iZ ___________________

PMAr.ZZTY r1*7Z..C-(r.3 C A G. P2AIP. XhI risen?0 90N.
V.11J37AZL!r A t.2ZZWI-

1C6I~2 WZ'!7-schnica1 Report fo. 337

7. &t2O2~i)5. mOiTRAciT O GRANT VUbWl as)

-V. K. KRc1aas 01M N(o. N00014-79-C-O80J.

9. ~ ~~rts10. PRGAZ1 ELMET, PRJ3WT, TASK AM~
a V1ouml UNIT NUMBERS

The J :cl t~~~~~'

33. ~ ':r" ~v?,r~12. r~l"OR DATE

Off ic'I 0~t. 1 ~ri April 1981
StatirtiC3 1 ~.itvPc~! 3. ~Jbfr= O1v PAGES

"Z' .'n;UO !. EFCURXTY CLASS (of this report)

Gi!2Zt fC~ *t~~ Ci~ ~Unclassified
.a. DICLTSSIFICATION/ iQ3DIG SCHWILX

AprrO.!d fc.: " '-- divmtrirut~k urni'it~d.

17. DSZ cratered in Slock 20, if different from report

19. J=V111.1

UoW~rt~.c '~~'*:,' .r..tc: wfth po~itive suipport, maximum penalized likelihood
meti~c', 1~i~v -. J-Ua 7 *-Aoal, exyrerrntial nPline function,

20. ADS i Rh
%ait "f-r; *- ric crta ra1lied lil];elihood density estimator

of G..coG n P-u! ',9 Q(crr:rx.:i~ir-g to n~ penalty proportional to the Fisher

1nformeticn, 1v.. in:. the case fhat the dinv'ity function has its support

an t)P,, M12-33-. rZ.1 "c-putational feasibility an veil as the consistency

properties of tns os i'iw-or Pro indicatqd.


